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Abstract. In this paper the Anisotropous Whitening Transformation

is proposed in order to perform input data preprocessing when multiple

classes/distributions are managed in a pattern recognition problem. We

present how to apply anisotropous transformations as an alternative to

classical preprocessing techniques like PCA, Fisher or whitening ones.

This transformation performs a clustering of the training patterns, in

the way that neighbors samples tend to become together decreasing the

influence when the distance grows. We summarize this paper in a brief

description of the presented possibility of application for this transfor-
mation.

1 Introduction

The first step in a classification problem is the preprocessing of the data, most

of the usual techniques applied to preprocess the input data in a pattern classi-

fication problem are linear, and always isotropous, that means that this trans-

formation is equally applied to the whole data space [1]. There are multitude of

different technics applied to handle the signals preprocessing as PCA, whitening,

ICA, etc, depending on every certain problem, the proper one is selected. When

the problem involves different distributions/classes, it is used to obtain the trans-

formation to one of them and then apply it to all, but it usually doesn't produces

satisfactory results. There are also procedures like the Fisher Discriminant that

finds the axis transformation that maximizes the separability between classes.

We propose the application of anisotropous transformations, in the sense that

the influence for a transformation is maximum in the center of it and decreases

with the distance, so it can be seen as an attractor self configured by the samples

distribution. It is designed to handle the preprocessing in classification problems

with different classes, and prepare the data to apply Radial Basis functions [2].
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ignore the distant samples in the transformation calculus, just taking the kernel
of the distribution and filtering the rest. At first for each set of distributions
is not posible to know if it would exist a set of parameters that could perform
an AWT that could improve the classification, so the only way to perform the
selection of the parameters may be the use of recursive network training, as

described in [4], [5].

5 Conclusions

In this paper the idea of applying Anisotropous Transformations in the pre-
processing stage for systems such as Neural Networks in its training stage,
presented. We focus in the capability of application of this method as alterna-

tive for preprocessing inputs in multiple classes problems, specially when these

classes present different distributions.
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